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Abstract

Protest event analysis is an important method for the study of collective

action and social movements and typically draws on traditional media

reports as the data source. We introduce collective action from social media

(CASM)—a system that uses convolutional neural networks on image data

and recurrent neural networks with long short-term memory on text data in

a two-stage classifier to identify social media posts about offline collective

action. We implement CASM on Chinese social media data and identify more

than 100,000 collective action events from 2010 to 2017 (CASM-China). We

evaluate the performance of CASM through cross-validation, out-of-sample

validation, and comparisons with other protest data sets. We assess the effect

of online censorship and find it does not substantially limit our identification

of events. Compared to other protest data sets, CASM-China identifies
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relatively more rural, land-related protests and relatively few collective

action events related to ethnic and religious conflict.
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1. INTRODUCTION

Protest event analysis is an important method for social movement

research (Earl et al. 2004; Hutter 2014; Koopmans and Rucht 2002;

Olzak 1989) and has played a key role in the development of political

process theory (Jenkins and Perrow 1977; McAdam 1982), theories of

resource mobilization (Jenkins and Eckert 1986), the study of new

social movements in Europe (Kriesi 1995), and comparative studies of

global and transnational activism (Tarrow 2005). Protest event analysis

requires the creation of event data sets so that researchers can systemati-

cally assess the occurrences and features of collective action events

across geographic boundaries and over time.

The main data source, or target source, for the creation of collective

action data sets for protest event analysis has been traditional media, in

particular, newspapers and newswire press releases. Compared to other

types of data, such as government records, newspapers are a readily

accessible source and allow researchers to quantitatively assess the

occurrence of these events across geographic boundaries and over time

as well as their features and characteristics. Well-known examples of

newspaper-based collective action data sets include the U.S.-focused

Dynamics of Collective Action (DoCA), which draws from the New

York Times between 1960 and 1995 (McAdam and Su 2002); the

PRODAT project, which uses German newspapers from 1950 to 2001

(Rucht, Koopmans, and Neidhardt 1999); and the European Protest and

Coercion Data, which identifies events based on newspapers in 30

European countries.1

Despite the many benefits, biases in media coverage of collective

action events limit the use of traditional media for protest event analysis

(McCarthy, McPhail, and Smith 1996; Ortiz et al. 2005). Newspapers

are more likely to report on larger and more sensational protests. Certain

news outlets are more likely to report on some types of protest than

other types. Research shows that selection bias in newspaper coverage

of protests can lead to bias in data sets that are constructed based on
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newspaper data (Earl et al. 2004). To ameliorate some of these biases,

researchers use multiple newspapers as target sources (Azar et al. 1972;

Nam 2006; Oliver and Maney 2000). Scholars also have augmented

newspaper-based data sets by using other forms of media and nonmedia

content, such as television transcripts, activists’ websites, Google search

records, and government archives (Almeida and Lichbach 2003; Earl

and Kimport 2008; Gamson and Modigliani 1989; McCarthy et al.

1996).

It is particularly challenging to use traditional media as a target

source to study collective action in authoritarian regimes. This is unfor-

tunate because collective action is especially important for understand-

ing social, political, and economic processes in countries where

opportunities for many forms of expression and representation are lim-

ited. Independent measures of collective action would be highly valu-

able for numerous scientific and public policy purposes, but

authoritarian regimes impose strict controls on news reporting through

state ownership of media outlets (Egorov and Sonin 2011; Qin,

Strömberg, and Wu 2018; Stockmann 2013), repression and co-optation

of private media outlet owners (McMillan and Zoido 2004), and intimi-

dation and surveillance of domestic and foreign journalists (Bourgault

2015; Freedom House 2017; Hem 2014). As a consequence, many col-

lective action and protest events that happen in authoritarian regimes

are not reported in traditional media, either by local or foreign news

outlets, and answering even basic factual questions about collective

action events is a challenge.

Digital technologies provide new opportunities for scholars to learn

about collective action and complement what we already know about

collective action from traditional media reporting. The Internet, social

media, and mobile platforms allow individuals to act as broadcasters

and disseminate information on a much larger scale (Diamond 2010;

Earl and Kimport 2011; Edmond 2013; Ferdinand 2000). Social media

has become an important venue for protesters to speak out and mobilize,

and it reflects participants’ own accounts of collective action events,

which allows us to capture how participants describe their motives for

mobilization. Social media data are digitized and relatively accessible

for large-scale collection. Researchers have already used social media

to study substantive topics in contentious politics and social movements

(Barberá 2015; Budak and Watts 2015; González-Bailón et al. 2011;

Steinert-Threlkeld 2017; Steinert-Threlkeld et al. 2015), but the digital
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traces left by protesters, bystanders, and commentators also provide us

with new ways of identifying collective action events.

In this article, we create CASM (collective action from social

media)—a system that uses social media data to identify collective

action events occurring in the real world. CASM is intended to identify

events that happen outside the Internet, that is, events with a public

physical presence; CASM is not focused on identifying online mobiliza-

tion or online collective action (Bennett and Segerberg 2012; Castells

2015; Romero, Meeder, and Kleinberg 2011). Whenever we refer to

collective action events, we are referring to offline events.

CASM identifies collective action events from social media posts by

applying deep-learning algorithms, using image and textual data, in a

two-stage classifier. CASM uses convolutional neural network (CNN)

for image classification and a combination of convolutional and recur-

rent neural networks with long short-term memory (CNN-RNN) for tex-

tual analysis. These deep-learning algorithms jointly model the data

representation (how to represent raw data as features) and perform clas-

sification, and they allow for transfer learning, reusing models based on

large data sets as a starting point for our task of identifying collective

action events. The two-stage classifier helps us overcome the challenge

of distinguishing between social media posts that describe offline col-

lective action events and posts that discuss similar topics but do not

manifest as offline events. We test our system through extensive inter-

nal and external validation, which we hope offers a template for how

computer science methods can be made more practical and usable for

social science research.

We implement CASM for China (CASM-China) using social media

data from Sina Weibo, a popular Chinese microblogging platform. We

identify 508,707 posts that likely discuss offline collective action

between January 1, 2010, and June 30, 2017. From these posts, we iden-

tify 136,330 likely collective action events located in over 96 percent of

counties in China. CASM-China does extremely well in identifying

posts, as assessed through cross-validation and out-of-sample valida-

tion. We find that despite the fact that online censorship in China sup-

presses discussion of collective action in social media, censorship does

not have a large impact on the number of collective action posts identi-

fied through CASM-China. In assessing the external validity of CASM-

China, we find the system will miss collective action taking place in

ethnic minority regions, such as Tibet and Xinjiang, where social media
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penetration is lower and more stringent Internet controls (e.g., Internet

blackouts) are in place.

We proceed in five sections. Section 2 describes the advantages and

limitations of using social media as a target data source for identifying

collective action events. In Section 3, we describe the details of CASM

and its implementation on Chinese social media data. We define collec-

tive action, discuss how we collect and preprocess data, describe the

architecture of the CNN and CNN-RNN models, detail how these mod-

els are trained, describe performance of the first-stage and second-stage

classifiers, and show how we identify unique events from posts. Section

4 presents a description of the output of CASM for China, a data set we

call CASM-China, along with an assessment of its external validity

through comparison with other event data sets and evaluation of the

impact of censorship. Section 5 discusses how CASM can be imple-

mented beyond China, and Section 6 concludes.

2. SOCIAL MEDIA AS A TARGET DATA SOURCE

Using social media as target data has unique advantages but also impor-

tant limitations. The characteristics of social media data that provide

unique advantages for protest event analysis include (1) scale, (2) unme-

diated channel, and (3) diversity.

2.1. Scale

More than half of the world’s population are on the Internet, and social

media is used in every country with Internet access (Rainie et al. 2012).2

The scale of social media vastly exceeds that of traditional media: An

average of 31 million messages are sent every minute on Facebook, and

nearly 350,000 tweets are made every minute.3 Social media gives every

individual the power to broadcast, and even if only a small minority of

social media users talk about offline collective action, the number of

collective action events reported on social media will still vastly outstrip

what can be reported by traditional media sources.

2.2. Unmediated Channel

From the Arab Spring to Occupy to the MeToo movement, social media

has become an important venue for protesters to speak out (Barberá
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2015; Budak and Watts 2015; González-Bailón et al. 2011; Steinert-

Threlkeld 2017; Steinert-Threlkeld et al. 2015). Social media reflects

participants’ own accounts of collective action events and allows us to

capture how participants describe their motives for mobilization. We

gain a direct understanding of the grievances, problems, and issues that

mobilize rather than one mediated by news organizations (Koopmans

2004).

2.3. Diversity

Social media data also give researchers access to a more diverse set of

collective action events, including events of widely varying scale.

Traditional media are more likely to report on larger and more sensa-

tional protests (Earl et al. 2004). Individuals on social media will no

doubt talk about large-scale protests, but they will also report small-

and medium-scale protests, and they may report collective action events

that are not violent or shocking.

These characteristics of social media allow us to detect events that

otherwise might go unnoticed and learn about collective action from the

perspective of protesters. This advantage is especially crucial in authori-

tarian regimes where social media has become an important channel for

dissent when traditional media is silent (Smith 2013; Trentham et al.

2015; Yang 2003).

However, characteristics of social media data can also generate

biases, gaps, and errors in social media-based data sets. These include

(1) nonrepresentativeness, (2) online censorship, (3) fast-paced technol-

ogy change, and (4) brevity of content.

2.4. Nonrepresentativeness

Using social media as a target source will only uncover collective action

in places and among populations that use social media (or the particular

platform from which data are being collected). We know that users of

social media platforms constitute a nonrandom sample of the population

(Mislove et al. 2011), which means individuals who use social media to

talk about offline collective action may not be representative of every-

one who engages in offline protest. For example, we would identify few

collective action events from social media data in countries such as

Iraq, Libya, or Turkmenistan, which have low social media penetration,
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because protesters are unlikely to use social media to talk about their

activities. We may identify more collective action events involving

younger, wealthier, more educated, and more urban protesters who have

higher rates of social media adoption. How protesters who post on social

media compare to the overall population of protesters will vary by coun-

try. Social media’s bias toward younger people might be less proble-

matic for identifying collective action events in a country such as Saudi

Arabia, where nearly 50 percent of the population is under 25, than in

countries such as Germany or Japan, where less than 25 percent of the

population is under 25.4

2.5. Online Censorship

Social media is subject to censorship, especially in authoritarian regimes

that use a range of strategies to limit online expression. These range

from blocking users in a country from accessing certain websites (e.g.,

China’s Great Firewall, Iran’s Intranet; Deibert 2008) to filtering search

results (Bamman, O’Connor, and Smith 2012) to removing content after

it has appeared online (King, Pan, and Roberts 2013; Zhu et al. 2013) to

using physical repression to induce self-censorship (Pan and Siegel

2018; Stern and Hassid 2012). As a result of government censorship

strategies, individuals may self-censor and avoid discussions of collec-

tive action online. Individuals who try to express themselves may be

unable to do so, and in general, people may be less likely to engage in

collective action because the diffusion of information about these events

is constrained. In addition, even if protesters talk about collective action

on social media, governments can make it difficult for scholars to sys-

tematically gather social media data about collective action.

2.6. Fast-Paced Technology Change

Social media changes rapidly. Topics of discussion change. Language

and norms are fluid. Social media platforms routinely change their fea-

tures and algorithms, which can change what data are available and

make it difficult to compare data over time. In addition, new social

media platforms can emerge and displace existing platforms. This means

more collective action events may be detected in social media data gath-

ered soon after an event rather than in data gathered long after posting.
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Moreover, social media data may not be available for long periods of

time, depending on the lifecycle of social media platforms.

2.7. Brevity of Content

Social media messages are often short. When discussing offline collec-

tive action, key pieces of information that would appear in a news arti-

cle (e.g., who, when, what, where, how) may be missing. This means

detailed information on the features and characteristics of protest may

not always be available.

3. CASM: COLLECTIVE ACTION FROM SOCIAL MEDIA

We draw from McAdam, Tarrow, and Tilly (2003:5) and define collec-

tive action as an episodic, collective event among makers of claims and

their targets when

� targets are political and economic power-holders;

� claims, if realized, affect the interests of at least one of the claimants;

� claimants’ action is a contentious event with a public physical presence

involving three or more people.

By requiring the event to be episodic, we exclude regular meetings. By

defining the targets of protest to include both political and economic

actors, we include collective action events where the government is

either a target or a mediator. By requiring the action to be contentious—

boycotts, demonstrations, marches, sit-ins, strikes—we exclude events

such as fundraisers. By requiring an event to have a public physical

presence, we exclude events that are not visible to others, such as private

group discussions, and events that take place only online. By requiring

at least three people, we are setting a low threshold.5

This definition of collective action is similar to classical protest event

studies in that our primary focus is on identifying events. This definition

is also related to the concept of contentious performance—“learned and

historically grounded ways of making claims” (Tilly 2008:4)—because

we focus on a subset of contentious performances. Our definition differs

from the theoretical focus of contentious performance, however, because

our primary aim is not to capture the varied ways in which claims can

be made.

8 Zhang and Pan



3.1. Collecting and Preprocessing Social Media Data

We use social media data from Sina Weibo (hereafter Weibo), China’s

biggest microblogging platform.6 Weibo allows messages up to a maxi-

mum of 140 characters. Users can mention or talk to other users, use

hashtags, follow other users, and repost. Weibo is like Twitter in that it

is an open platform where users do not have to follow another user to

read their posts.7

The quantity of social media posts is vast, and in relation to the uni-

verse of social media posts, posts containing discussions of collective

action events are extremely rare. Out of a random sample of 20,000

geocoded posts from Weibo that we coded by hand, we identified one

post discussing a real-world collective action event. This implies that

less than 0.01 percent of social media posts in China discuss protest.

Thus, instead of collecting a random sample of all posts, we collect

posts, TK, that contain one or more keywords (K) related to collective

action. Note that most posts TK will not relate to real-world collective

action events.8 For example, the term protest ( ) is the most fre-

quent keyword in our keyword set for China, but many posts containing

this keyword (e.g., “My stomach is protesting; I’m so hungry,” “I wish

Chinese people had the same right to protest as people in democratic

countries,” and “The US government should focus on their own protests

first before paying attention to the protests in China”) do not meet our

definition of collective action.

The set of keywords K used to collect posts TK can be curated by

experts, or it can be calculated by identifying frequently occurring or

differentiating keywords from social media posts known to discuss col-

lective action. We created the set of protest-related keywords K from an

existing data set of social media discussions of protest in China—the

Wickedonna data set created by activists Yuyu Lu and Tingyu Li.

Between June 2013 and June 2016, Lu and Li gathered a daily list of

protests in China from social media reports on Sina Weibo, Tencent

Weibo, Qzone, and other online platforms, and they published this list

on their blog.9 Each protest is associated with a number of related social

media texts, images, and sometimes videos. In total, the Wickedonna

data set contains 67,502 protests described by 240,521 text-based posts

and 233,288 images and videos. The Wickedonna data set has strong

spatiotemporal resolution, but we do not know Lu and Li’s methodol-

ogy for gathering these data or their criteria for inclusion.10 We chose
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the 50 most frequently occurring words, excluding stopwords, to bal-

ance the trade-off between coverage of posts about collective action

with the cost of data collection and the performance of our classifier

(see the supplemental online appendix for our validation of the size of

K).

We collected all Weibo posts published between January 1, 2010,

and June 30, 2017, that contain at least one of the words in K.11 Our set

of posts TK includes approximately 9.5 million posts from Weibo.12 For

each post, we collected the text, images (if there were any), and avail-

able meta data, such as time of posting, number of reposts, and latitude/

longitude of the post (when the account was geolocation enabled).

Chinese text does not require preprocessing steps of stemming or

lowercasing common to English-language data. Instead, Chinese text is

presented without whitespaces, so we preprocess posts by segmenting

characters to delineate words. Our segmentation algorithm, Jieba, uses a

preset dictionary structure to support word graph scanning.13 We use

the largest dictionary available for Jieba and add in approximately 1,000

frequently used words (excluding stopwords) from the Wickedonna data

set. The segmenter builds a directed acyclic graph for all possible word

combinations and uses a hidden Markov model with the Viterbi algo-

rithm to identify words. Because we are using deep-learning models, it

is not absolutely necessary to conduct word segmentation; however, we

segment because incorporating well-defined boundaries of the text

(here, words) helps accelerate models’ feature learning process. We

remove punctuation and only keep posts that have at least eight segmen-

ted words. Among the retained posts, we remove stopwords and

emojis.14

For images, the default upload file format on Weibo is JPEG. We

keep all JPEG files and exclude GIF files, which represent less than 1

percent of the images we encountered. Each JPEG file is rescaled to a

100 3 100 pixel image in color, which means image files are repre-

sented as arrays where three values—for red, green, and blue (RGB)—

are associated with each pixel.

3.2. Identifying Collective Action Posts

Existing methods of building collective action data sets have used

human coding and automated rule-based approaches. Social media data

present challenges for these approaches. The scale of social media data
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makes human coding impractical when the goal is to capture overall

trends rather than study specific cases. The brevity and changing nature

of social media posts—in terms of language, style, slang—challenge

automated rule-based approaches, which often rely on the applicability

of predefined rules (based on either keywords, parts of speech tagging,

or predefined grammatical phrases) to find matching content (Saraf and

Ramakrishnan 2016).15

We use supervised machine learning algorithms where humans code

training data, and algorithms are “trained” with this human-coded data

to generate a collective action event data set. Supervised-learning

approaches are more adaptive to different data sources and more flex-

ible than rule-based approaches (Croicu and Weidmann 2015; Hanna

2017; Nardulli, Althaus, and Hayes 2015).16

Specifically, we use deep-learning algorithms in two-stage classifica-

tion to identify posts related to collective action, which we call Tprotest.

Deep-learning algorithms are a class of machine-learning algorithms

based on the framework of artificial neutral networks (Bengio,

Goodfellow, and Courville 2015; LeCun, Bengio, and Hinton 2015).

Deep-learning algorithms have helped make significant advances in

many machine learning tasks, especially tasks related to the analysis of

images and text, such as image classification (He et al. 2016; Simonyan

and Zisserman 2015), multiple object detection (Ren et al. 2015), auto-

mated image captioning (Shin et al. 2016), voice recognition (Dahl et

al. 2012; Hinton et al. 2012), machine translation (Bahdanau, Cho, and

Bengio 2014; Sutskever, Vinyals, and Le 2014), and parts of speech

tagging (Santos and Zadrozny 2014). Deep-learning algorithms are just

beginning to be used in social science research, in particular in research

using image data (Torres 2018; Won, Steinert-Threlkeld, and Joo

2017). Our work expands on this emerging strand of social science

research by using deep learning for image and textual classification.

Deep-learning algorithms differ from conventional machine classifi-

cation methods in two main ways. First, conventional machine classifi-

cation methods require users to decide how to transform data from their

raw form (pixel values in images, words in documents) into numerical

representations (subregions of images relevant to a specific problem,

vector of count of words). In contrast, deep-learning algorithms

“discover” optimal data representation for a classification task to deter-

mine how data should be transformed into numerical values. Second,

deep-learning algorithms allow for transfer learning, where a model
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developed for one task can be reused as the starting point for a model

on a different task. For instance, transfer learning can boost perfor-

mance when there is limited training data available for a specific task.

In the following, we describe the convolutional neural network we

use for image classification and the combined convolutional and recur-

rent neural network with long short-term memory we use for text classi-

fication.17 We use the same CNN and CNN-RNN classifiers—in terms

of architecture, transfer learning, and training method—in the first- and

second-stage classifiers.18 We then describe the first-stage classifier, fol-

lowed by the second-stage classifier.

3.2.1. Convolutional Neural Network for Image Classification.
We use a CNN for image classification. A CNN is a model that consists

of a series of operations, called layers, where each layer takes the output

of the previous layer as input and, after performing some operation

on it, passes the output to the next layer. CNNs get their name from

the operation of convolution—element-wise multiplication between

matrices followed by summation. The output of convolution is called a

feature map, and each layer can contain multiple feature maps. After

each convolution, an activation function is applied to introduce nonli-

nearity because most real-world data are nonlinear, yet convolution is a

linear operation. The most common activation function for CNNs is rec-

tified linear unit (ReLU), an element-wise operation applied per pixel to

replace all negative pixel values with zero, producing a rectified feature

map. Feature maps and rectified feature maps are high dimensional, so

spatial pooling is often applied to reduce dimensionality and so features

can be identified regardless of their position in an image (translation

invariance). Generally, multiple convolution layers are used to extract

useful features from the raw data. After these layers, one or more fully

connected layers, often a type of neural network called a multilayer per-

ceptron, learns nonlinear combinations of the features generated from

the convolutional layers and uses all features to classify the image.19

The final fully connected layer typically uses a softmax activation func-

tion, or normalized exponential function, to generate the output value.

There are many variants of CNNs, which differ based on the architec-

ture of the network as well as parameters such as the number of filters,

the filter size, and stride. The architecture we use is called VGGNet,

also known as VGG or VGG-16, which we chose based on its concep-

tual simplicity, ease of implementation, and wide-ranging applications
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(Simonyan and Zisserman 2015).20 VGGNet uses 16 convolutional

layers to extract features and three fully connected layers to perform

classification. VGGNet uses small filter sizes (3 3 3) and more layers

(16) instead of larger filter sizes (7 3 7) and fewer layers, as was com-

mon in previous models (Krizhevsky, Sutskever, and Hinton 2012).21 In

VGGNet, a ReLU operation follows each convolutional layer, and max

pooling is performed after the 2nd, 4th, 7th, 10th, and 13th convolu-

tional layers.

VGGNet was trained on a set of 1.2 million images, classified into

1,000 categories. We do not use the entire pretrained VGG model

because human faces and crowds (not to mention collective action

events) are not included among the 1,000 categories VGGNet was origi-

nally trained for. Instead, we trained and fine-tuned the last four convo-

lutional layers with our own data, as illustrated in Figure 1.22

We do not change the first 12 convolutional layers of VGGNet

because they identify more basic features of images (e.g., edges, cir-

cles); subsequent layers use these basic features to learn more complex

features (e.g., human faces, signs, placards) specific to our task. The

structure of the last four layers we use is consistent with the original

VGG architecture in terms of filter size and stride. After the convolu-

tional layers, we added a fully connected layer with ReLu activation

and dropouts and a second fully connected layer with logistic sigmoid

function to output the binary-class probability.23 The final CNN output

is a probability between 0 and 1, where 1 means the image is certain to

Prob (is a protest)

VGG 
12 Convolutional Layers

Fully Connected
Layers

Input image

Fine Tune 
last 4 

VGG Layers

Figure 1. Illustration of our convolutional neural network architecture for
image classification.
Note. Input image from Weibo.com.
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represent offline collective action and 0 means the image does not rep-

resent offline collective action.

We train this model to minimize cross entropy loss because our out-

put is binary:

L(p, y) = � 1

N

XN

n = 1

½yn(log(pn) + (1� yn)log(1� pn)�; ð1Þ

where p is the output of predicted probability, y is the labels of the

training data, and N is the number of images; pn is the nth output, and

yn is the nth ground truth label. We minimize cross-entropy loss by

using an adaptive gradient-based optimization algorithm (Kingma and

Ba 2014).24

3.2.2. Convolutional and Recurrent Neural Network for Text
Classification. To classify our text data, we use a model that com-

bines convolutional layers with a recurrent neural network (RNN) with

long short-term memory (LSTM) architecture. Recurrent neural net-

works are used extensively in dealing with sequential data, and they

have set the standard for performance on natural language processing

tasks such as speech recognition and machine translation (Bahdanau et

al. 2014; Mikolov et al. 2010; Sak, Senior, and Beaufays 2014). RNNs

are a type of model that performs the same operation repeatedly on sets

of sequential inputs. Central to an RNN is a state vector that accepts an

input and the previous state to produce a new state and output. The

shortcoming of “vanilla” RNNs is they are difficult to optimize due to

the effect of vanishing gradients (Pascanu, Mikolov, and Bengio 2013).

LSTMs were created as a special kind of RNN that can learn long-term

dependencies in a computationally tractable manner with cell vectors

that control what information from the previous sequence of operations

is retained (Hochreiter and Schmidhuber 1997).

The architecture we use combines an embedding layer, convolutional

layers, an LSTM layer, and two fully connected layers (Sainath et al.

2015; Wang, Jiang, and Luo 2016; Xiao and Cho 2016; Zhou et al.

2015). Figure 2 shows this architecture.

The embedding layer, shown on the left of Figure 2, is an operation

to provide each word in our text data with a dense representation of the

word and its relative meanings (Peters et al. 2018). Although social

media text is short, the set of words, or vocabulary, used in social media

is large. This means that when social media texts are represented as a
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bag-of-words—an unordered set of words—not only is word ordering

lost, but the vector that represents the text is exceptionally sparse. With

word embeddings, words are represented by dense vectors, where a vec-

tor represents the projection of the word into a continuous vector space

and the position of the word in that space is learned based on other

words that surround it in the text. In our case, each word is represented

by a 128-dimension word vector we trained with a continuous skip-

gram model using 20 million Weibo posts (Mikolov et al. 2013).25 This

embedding layer can be thought of as a type of transfer learning, where

we use the word vector model to add information about each word in

our data.

The convolutional layers in the CNN-RNN extract features just like

the convolutional layers of the CNN.26 For image analysis, the matrices

where convolution is performed are subregions of the image’s pixels.

For text analysis, convolution is performed on subregions of a matrix of

words of fixed dimension. We use an n 3 n matrix, where n is the length

of the vector that represents each word (128), because no Weibo post

exceeds 128 words and 128 has nice mathematical properties (128 =

27). If the number of words in the text is less than n, extra rows of zeros

are added as part of a process called padding, which is standard when

implementing CNN for text classification. For example, the very left of

Figure 2 shows a short text, “I saw a protest in Wukan,” which in our

case results in a matrix of size 6 3 128. An additional 122 rows of zeros

are added to generate a 128 3 128 matrix. Then, as with image data,

saw
I

in
Wukan

a 
protest

dimension of 
embedding vectors 

Pre-trained 
embeddings

Prob (is a protest)

Convolutional Layers to Extract Features

concatenation

Bidirectional 
LSTM

Fully Connected
Output Layer

Figure 2. Illustration of our convolutional and recurrent neural networks with
long short-term memory architecture for text classification.
Note. LSTM = long short-term memory.
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subregions are defined by filter size and stride.27 Here, we also use a

ReLu activation function, add max pooling after each convolution layer,

and apply dropout.

Instead of using convolutional layers for feature extraction, we could

have defined features ourselves, such as using bag-of-words or n-grams

as features. We use convolutional layers for feature extraction rather

than bag-of-words features to avoid losing word order and information

about grammatical syntax. For example, CNNs can capture as features

phrases such as “defend my rights” that are meaningful beyond the

words that compose the phrase, even when such phrases appear across

diverse social media posts: “I protest to defend my rights,” “Why should

I defend my rights?,” or “Company X can defend my rights as a con-

sumer.” We use convolutional layers rather than n-grams because n-

grams exponentially increase the size of the vocabulary, introducing a

high level of noise (Tan, Wang, and Lee 2002).

We use LSTM on top of the convolutional layers because LSTMs

perform better in preserving long-range dependencies within sentences

and short texts (Sutskever et al. 2014). Long-range dependencies matter

because meaning in a sentence or social media post is often determined

by words that are not very close together. For example, a social media

post such as “The people in the square were wearing ponchos during the

protest because of the heavy rain” is about people protesting, not about

people wearing ponchos, and LSTM is more likely to capture the long-

range dependence between people and protest. Our LSTM layer is fixed

to a bidirectional LSTM, which scans the inputs in forward and reserve

order, preserving the proceeding and following features (Schuster and

Paliwal 1997).28

Finally, similar to the CNN model, there are two fully connected

layers: The first applies the ReLU activation function and dropouts, and

the second is a logistic sigmoid function that outputs the binary-class

probability of whether the post’s text is discussing real-world collective

action. To train this model, we again minimize cross-entropy loss with

an adaptive gradient-based optimization algorithm.

3.2.3. First-Stage Classifier. The first-stage classifier uses the CNN

model described in Section 3.2.1 to classify image data and the CNN-

RNN classifier described in Section 3.2.2 to classify text data. In this

first stage, we train the CNN model using a random sample of 230,000
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images29 from the Wickedonna data set as our positive training data

(i.e., examples of images that pertain to collective action events). We

use a random sample of 230,000 images from geolocated Weibo posts

as the negative training data (i.e., examples of images that do not relate

to collective action). We train the CNN-RNN model using the 240,521

text-based posts from the Wickedonna data set as the positive training

data. We use a random sample of approximately 200,000 geolocated

posts from Weibo as the first negative training data.30 This random sam-

ple of posts is extremely unlikely to contain discussion of collective

action events or many keywords from K. If we only use these data as the

negative training data, then the positive training data would all contain

protest-related words and the negative training data would not, which

would bias the classifier into making predictions about collective action

based on whether a protest-related word is present. To ameliorate this

issue, we use approximately 450,000 posts that contain keywords from

K but have a very low likelihood of being about collective action as the

second negative training data set.31

After training the CNN and CNN-RNN models with these data, we

use the trained models to make predictions about the approximately 9.5

million Weibo posts containing at least one of the words in K. If the

input Weibo post only contains text, then the CNN-RNN model gener-

ates the predicted probability that the text relates to offline collective

action (ptext). If the input post contains text and images, the CNN-RNN

model generates the predicted probability that the text relates to offline

collective action (ptext), and the CNN model generates the predicted

probability that images relate to offline collective action (pimage). When

multiple images are associated with one social media post, we take the

largest predicted probability as pimage. The 9.5 million posts include just

under 3.6 million images.

Figure 3 shows 11 images whose predicted probabilities as assigned

by the CNN in the first stage range from 0 to 1.0. These images are those

whose predicted probabilities are closest to the integer values listed in

the figure. For example, the third picture from the left (a night street

scene) is the image with predicted probability closest to 0.2. Figure 3

suggests the image classifier has construct validity. Images with higher

predicted probabilities of relating to collective action contain crowds,

signs, placards with text, and government buildings. The appearance of
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a picture containing text (third image from the right, with predicted

probability of 0.8) is not surprising as Chinese social media users often

post images of text to discuss sensitive topics in an attempt to avoid

censorship.

When a Weibo post contains both ptext and pimage, we combine the

two predicted probabilities to obtain a single predicted probability for

each post. How the probabilities are combined depends on two tuning

parameters (a and b):

p =
(ptext + a�pimage)

(1 + a)
� b if the post has images,

ptext otherwise:

�
ð2Þ

As seen in Equation 2, a controls how much information we should

borrow from text versus image data. If a is higher, more weight is

placed on the output of the image classifier. b controls how much extra

up-weight we give to posts that contain both text and images. The intui-

tion here is that images in social media posts can be informative. Of

10,000 human-coded posts that contain protest-related words,32 only

23.9 percent contain images in addition to text, but among posts identi-

fied as related to collective action in human-coded data, 56.9 percent

contain images in addition to text. This suggests protesters may post

pictures strategically when publicizing their efforts on social media.

We use cross-validation to select the optimal values of a and b.33 The

optimal a and b for the first-stage classifier are 0.44 and 1.10, respec-

tively. The a is smaller than 1, which means relatively more information

is extracted from the CNN-RNN model of text, but b is larger than 1,

confirming our intuition that a post with both text and images is more

likely to be about collective action than are posts with only text.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Figure 3. Images with their predicted probabilities of relating to collective
action generated from the convolutional neural network in the first-stage
classifier (some images are cropped).
Note. Images from Weibo.com.
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We evaluate the performance of the first-stage classifier with cross-

validation and out-of-sample validation. Cross-validation is the domi-

nant approach for evaluating machine-learning systems of event detec-

tion (Hanna 2017; Nardulli et al. 2015). The training data are split into

k equal subsets (we use k = 5). Each subset is used to calculate precision

and recall with the rest used for training, and this process is repeated k

times. The advantage of cross-validation is that class labels are already

known for the training data, so precision and recall can be directly esti-

mated. The first-stage classifier performs extremely well in cross-vali-

dation, with a maximum F1 score of 0.96 (precision = 0.95, recall =

0.96).34 The first-stage classifier vastly outperforms random guess, and

above the range of F1 scores (0.6 to 0.8) for existing supervised

machine-learning systems for event classification (Adams 2014; Hanna

2017).

The problem with cross-validation is that the training data could dif-

fer from the data researchers ultimately want to apply the classifier on.

For example, the positive training data used for CASM in China could

be based on a definition of collective action that differs from ours and

draws from a broader range of data sources. Therefore, precision and

recall based on cross-validation can paint a rosier picture of the algo-

rithm performance than is warranted. To address this problem, we con-

duct out-of-sample validation with 10,000 posts to mimic the context

where the classifier will be used, thus providing a more realistic evalua-

tion of the system. We take a stratified random sample of 200 posts per

each keyword from the 9.5 million posts collected between 2010 and

2017 (these posts are not used during training). We trained human

coders to code each of the 10,000 sampled posts as discussing a collec-

tive action event or not per our definition.35 We assess the performance

of our classifier based on this independent validation set. The first-stage

classifier achieves a maximum F1 score of 0.69 (precision = 0.66,

recall = 0.73). Figure 4 shows the precision-recall curve of the CNN

image classifier alone, the CNN-RNN text classifier alone, and the com-

bined classifier from the first stage based on out-of-sample validation.36

There is often a trade-off between precision and recall, but Figure 4

shows that the text-based classifier outperforms the image classifier,

and the combined classifier outperforms both across the precision-recall

curve.

The first-stage classifier can correctly identify posts about collective

action. Figure 5 shows two posts about collective action that are
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identified by the first-stage classifier as such (true positive). The first

stage also correctly classifies posts containing words K that are not

related to collective action. Figure 6 shows a post unrelated to collective

action that is classified as not relating to collective action (true

negative).37

Overall, the performance of the first-stage classifier is strong, but we

wanted to do better than correctly classifying 66 percent of posts as col-

lective action (precision = 0.66) and correctly identifying 73 percent of

the collective action posts from TK (recall = 0.73). In particular, we

want to improve precision to make sure more posts we classify as col-

lective action meet our definition of collective action. To do so, we

need to reduce the number of false positives. We systematically exam-

ined the false positives from the first-stage classifier by taking a random

sample of 2,000 false positives and examining them by hand. We found

two types of false positives. The first were posts made by government-

related social media accounts that describe how public grievances are
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Figure 4. Precision-recall curve of the image-based convolutional neural
network model (dotted line), text-based convolutional and recurrent neural
networks with long short-term memory model (dotted dash line), and the
combination of the text and image classifier (solid line) from the first-stage
classifier based on out-of-sample validation.
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Running Man Season 2 began filming in Chengdu. Deng Chao, Angelababy, Li Chen and other actors 

were surrounded by a mob. Recently, some netizens posted photos of the Running Man Season 2 actors 

gathering in Chengdu. Deng Chao,  Li Chen, Zhang Kai and Angelababy, Li Chen were all present. 

And Han Geng also arrived in Cheng Du around midnight. It was just revealed online that he will 

collaborate with Fan Bingbing on the first show of the season.

b

Figure 6. Weibo post containing one of the words in K, “surrounded by a
mob,” correctly classified as not related to collective action (true negative)
from the first-stage classifier.
Note: Images in this figure are from a set of six associated with one Weibo post.

Why is this type of phenomenon often seen outside 

the gates of government offices? People are 

holding onto old ideas, should leaders all be 

extremely honest and noble? Where is the 

problem? Will such a country prosper? Will it 

endure?| Weiyang Middle Road

In front of the Office of Letters and Visits X ah! 

Dear mother! The aggrieved are kneeling for you, 

  
 

Figure 5. Weibo posts about collective action correctly classified as related
to collective action (true positives) from the first-stage classifier.
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resolved. Figure 7 shows such a false positive, where a local govern-

ment is publicizing how it was able to resolve worker grievances over

owed wages. Reading the post in Figure 7, it is possible that workers

did protest and then the government responded; however, this post does

not meet our definition of collective action because it does not provide

direct evidence of worker protests.

Social media posts that describe issues, problems, and grievances

that can lead to collective action but collective action is not apparent

in the posts are the second type of false positive. For example, Figure

8 shows a Weibo post made by someone whose house was demol-

ished. This individual was not able to reach an agreement with the

government on compensation for their house, so someone (presum-

ably at the government’s behest) destroyed the building in the middle

of night. The image that accompanies the text shows the ruins of the

building.

Housing demolition appears frequently as a motive for collective

action, but in the case of Figure 8, the Weibo post does not provide evi-

dence of collective action as we define it (see Section 3). As a result,

this post is incorrectly classified as a false positive. The following two

quotes are examples of text-only social media posts incorrectly classi-

fied in the same way:

What is the government of this country doing! Forced demolition, forced land-
taking, corruption, and taking bribes? (

)

...In recent days, eight Feidong migrant workers asked 

the sub-district for help in obtaining back wages 

totaling 40 thousand yuan...the sub-district 

procuratorate immediately launched a legal aid 

program for migrant workers, and after 7 days of 

effort, migrant workers were paid the back wages. 

Look, migrant workers even sent a banner for the staff 

Figure 7. Post made by a government Weibo account incorrectly classified as
related to collective action (false positive) from the first-stage classifier.
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What is law enforcement? Why arrest those who are just trying to demand 
their wages? The police are recklessly arresting people, beating people with-
out trying to distinguish right from wrong! Is rightfully demanding wages a 
crime? ( ? ? 

! ?)

These posts contain words describing issues that often motivate collective 
action in China—forced demolition ( ), forced land-taking ( ), cor-
ruption ( ), and unpaid wages ( )—and words that frequently appear 
in discussions of collective action—police ( ), arrest ( ), and beating  
( ). The first-stage classifier is not effective in distinguishing social 
media posts about collective action from posts that talk about the same 
issues, complaints, and grievances but do not meet our definition of col-
lective action. The main reason is that in the training data, the negative 
examples (posts unrelated to collective action) are much less likely than 
the positive examples to contain the words, phrases, and images related to 
issues motivating protest.

Because the government was 

not able to reach an 

agreement on housing 

demolition after negotiating 

multiple times, on the night 

of January 9, 2015 around 

3am, a person of unknown 

identity drove a front loader 

into my house, knocking it 

down. Right now, my son is 

serving in the army, exerting 

himself for the country, the 

family of a service member 

comes to this harm

Figure 8. Weibo post that does not meet our definition of collective action,
incorrectly classified as related to collective action (false positive) from the
first-stage classifier.
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To address the first type of false positive, we exclude posts that come

from government or Chinese Communist Party accounts. This includes

accounts of national and subnational governments, party offices, bureau-

cracies, and state media outlets. We acknowledge that removing all gov-

ernment posts may decrease the number of collective action events we

identify if the government discusses collective action events online that

nongovernment users of social media do not discuss online. However,

we believe this scenario is relatively rare, and we want to prioritize pre-

cision over recall.

To address the second type of false positive, we use a second-stage

classifier trained on data with a larger number of negative examples—

posts that discuss issues and grievances such as housing demolition,

police, and corruption but do not describe collective action events.

3.2.4. Second-Stage Classifier. The second-stage classifier uses the

same CNN model as the first-stage classifier (the CNN model whose

architecture and training method is described in Section 3.2.1).38

However, we retrain the CNN-RNN model for the second stage (the

architecture and training method remain the same as described in

Section 3.2.2). A team of research assistants coded 40,505 posts with

predicted probability greater than 0.8 from the first-stage CNN-RNN

model.39 Four undergraduate and master’s students who are native

Chinese speakers identified by hand posts related to offline collective

action.40 Among the 40,505 posts, 9,761 pertained to offline collective

action, and 30,744 did not. These 30,744 negative examples are crucial

because they are much more likely to discuss issues and grievances that

can motivate collective action than are the negative examples used to

train the models in the first stage. To make this training data balanced,

we took a sample of 20,983 (30,744 – 9,761) posts from the

Wickedonna data set, so there are also 30,744 positive examples. We

used these posts to train the CNN-RNN model for the second-stage

classifier.

We use the CNN and CNN-RNN models to make predictions of

1,286,514 posts (associated with 1,069,113 images) with predicted prob-

ability above 0.70 from the first-stage classifier.41 We set the probability

threshold to maximize recall before application of the second-stage

classifier.42

Like in the first stage, if a Weibo post contains both text and images,

we combine the two predicted probabilities to obtain a single predicted
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probability for each post using Equation 2. The optimal a and b for the

second-stage classifier are 0.22 and 1.14, respectively. As in the first

stage, a is smaller than 1, suggesting that relatively more information is

based on text classifiers, and again, b is larger than 1, suggesting that

posts with both text and images are indeed slightly more likely to be

about protest than are posts with only text. Note that a is decreasing

from the first to the second stage, suggesting the information taken from

images is relatively less important in the second stage. This makes

sense because many of the errors in the first stage were due to protest-

related words appearing in the text of the posts, and we retrained the

CNN-RNN model to better deal with text data. We consider a post as

being related to collective action if the combined predicted probability

is greater than 0.66, which we selected to maximize the F1 score based

on out-of-sample validation.

In cross-validation, the two-stage classifier performs extremely well,

with a maximum F1 score of 0.94 (precision = 0.93, recall = 0.94). For

out-of-sample validation, we again use our test set of 10,000 posts

(described in Section 3.2.3). The left panel of Figure 9 shows the

precision-recall curve based on random guess (dot-dash line), cross-

validation (dotted line), and out-of-sample validation (solid line) from

the two-stage classifier.43

As expected, precision and recall are better for cross-validation than

for out-of-sample validation, but both are strong. The right panel of

Figure 9 compares the out-of-sample performance of the first-stage

classifier along with the performance of the two-stage classifier. The

out-of-sample performance of the two-stage classifier is much better

than that of the first stage alone, with a maximum F1 score of 0.84 (pre-

cision = 0.79, recall = 0.90). This means that at the end of the two-stage

classification process, 79 percent of the posts CASM predicts to be

about collective action are indeed about collective action, and CASM

captures 90 percent of the human-coded collective action events from

our out-of-sample validation data of 10,000 posts. Note that we cannot

ascertain “true recall”—that is, to what extent our classifier can retrieve

the underlying pool of posts about collective action found in all of

social media, because the rarity of posts about collective action makes

the creation of a human-validated data set based on all social media

posts unfeasible.
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From this two-stage classifier, we identify a total of 508,707 Tprotest

posts out of 9.5 million that are likely discussing collective action

between January 1, 2010, and June 30, 2017.

3.3. Identifying Collective Action Events

The final step of CASM is to identify unique collective action events

from the posts identified by the two-stage classifier. We do so by adopt-

ing a rule-based approach that utilizes the temporal, spatial, and text

information contained in the posts Tprotest. We extract two pieces of data

from each post in Tprotest: (1) the date of the post and (2) the location of

the post. The date of the post is included in the metadata of every post

we gather from Weibo, so this step is straightforward.

3.3.1. Identifying Location. Identifying the location of a post is less

straightforward. Below the central level, China is divided administra-

tively into provinces, provinces into prefectures, prefectures into coun-

ties, and counties into townships.44 We want to locate collective action

events within these administrative divisions because collective action

events in China often involve the government. Even when the target of

protest is not the government, protesters often ask for government inter-

vention. It thus makes sense to align location with existing administra-

tive boundaries to identify unique collective action events.
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Figure 9. Precision-recall curve based on random guess (dot-dash line),
cross-validation (dotted line), and out-of-sample validation (solid line) from
the two-stage classifier (left panel); precision-recall curve of the first-stage
classifier (dotted line) and two-stage classifier (solid line) (right panel).
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When Weibo users make a post, they have an option to share the

exact location where the post is being made. Only 3.3 percent of posts

in Tprotest (16,770) have this attribute. When this information is avail-

able, we use the longitude and latitude from the Weibo metadata to attri-

bute the post to the proper county.

When precise geolocation data are not available, we extract location

information from the text of the post. We took a list of names of prov-

inces, prefectures, and counties from China’s National Bureau of

Statistics,45 and we looked for these names in the text of posts in

Tprotest. We found usable geolocation data for 53.8 percent (273,950) of

posts in Tprotest. We take a conservative approach and discard the posts

in Tprotest that we cannot geolocate. This means the number of collective

action events we identify will be an underestimate relative to the posts

we identify.

When we compare the county and prefecture location identified by

our text-based extraction method against the location identified through

longitude and latitude, we find that our method performs well—the

county or prefecture name extracted from the text of the Weibo post

matches the county or prefecture identified by longitude and latitude 95

percent of the time.

3.3.2. Identifying Events. To identify events, we combine posts by

location and day. When we can identify the county, we consider all

posts made within the same county on the same day, defined as a 24-

hour period from 12:00 a.m. to 11:59 p.m. China time, to be the same

event. When we cannot identify the county associated with a post but

can identify the prefecture, we consider all posts made within the same

prefecture on the same day to be the same event. We consider posts

located to a county to be distinct events from posts made the same day

that we can locate to the prefecture above that county (recall that pre-

fectures are subdivided into counties). We group by day because few

protests in our hand-coded data are reported on social media for more

than one day.

To illustrate this approach in practice, suppose five posts reference

Prefecture A on January 1. Two of those posts do not contain county

names. Among the three posts that do contain county names, two refer-

ence County X, and one references County Y. According to our group-

ing method, there are three collective action events on January 1: one
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event in Prefecture A (described in two posts), one in County X

(described in two posts), and one in County Y (described in one post).

There are a number of shortcomings to this method. When more than

one collective action event occurs on the same day in a prefecture or

county, this method undercounts the number of events. This method can

also artificially inflate the number of events. Using the previous

example—the two posts referencing Prefecture A without mentioning

any county names could reference the collective action event occurring

in County X or in County Y, and we would mistakenly count these as

separate events.46 This method assumes equivalence between date of

the post and date of the event when in reality there may be multiple

posts about the same event on different days even if the event is con-

fined to a single day. Finally, this grouping method misses cross-

regional protests, which are rare in China but would be of substantive

interest.

From the 508,707 posts about collective action in Tprotest, we can

identify location for 273,950 posts, from which we identify 136,330

unique collective action events. Going forward, we refer to this data set

of 136,330 unique events as the CASM-China data set. On average,

each collective action event is discussed in 2.01 posts. This suggests

CASM is able to recover collective action events that receive limited

overall attention on social media.47

In future iterations of CASM, we hope to explore alternative methods

of post grouping and improve the identification of unique events. For

example, we could use additional location information, such as well-

known locations that are not administrative regions (e.g., Tiananmen

Square, Beijing Railway Station, Zhejiang University), and we could

experiment with grouping based on issue in addition to location and

time.

4. CASM OUTPUT AND EXTERNAL VALIDITY

The 136,330 collective action events that constitute the CASM-China

data set occur in regions throughout China. Figure 10 shows the logged

count of CASM-China events by prefecture. Darker colors correspond

with more collective action events, lighter colors with fewer events, and

prefectures in gray are those for which we did not identify any collec-

tive action events. The regions where we do not identify any collective

action events over the seven and a half–year period are clustered in
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ethnic minority regions, such as prefectures in Tibet, Xinjiang, and

Sichuan, and in military-controlled areas such as counties in Hainan.

The lack of data from Tibet and Xinjiang may reflect the imposition of

more stringent forms of repression and Internet controls in these regions

by the Chinese government and lower usage of Chinese-language social

media platforms.

The solid black line in Figure 11 shows the monthly count of events

in CASM-China from January 1, 2010, to June 30, 2017. The number

of events increases from 2010 to 2013 and declines after 2013. The

2010 to 2013 increase is likely due to the growing popularity of Weibo

and increasing availability of data. The 2013 to 2017 decline may in

part reflect the declining popularity of Sina Weibo. To account for the

change in the popularity of the Weibo platform, we gather posts con-

taining a Chinese idiom we do not expect to relate to collective action.48

Usage of this idiom on Weibo also declines from 2013 to 2017 (see

online supplemental appendix). If we use this idiom as an indicator of

Weibo’s declining popularity and divide the count of CASM-China

Figure 10. Log count of CASM-China events by prefecture (January 2010–
June 2017).
Note. CASM = collective action from social media.
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posts by the count of posts containing this idiom, we find that the vol-

ume of collective action events remains steady overall from 2013

to 2017 but experiences short-term fluctuations—a spike in the relative

number of events identified by CASM at the beginning of 2015

(January and February) and near the middle of 2017 (May and June)

(see Figure 11).

This overall result goes against the prevailing perception that collec-

tive action is steadily increasing in China. Although we do not know the

reason for the relatively stable rate of collective action events after 2013,

we observe that it overlaps with the political tenure of Xi Jinping, which

has been characterized by more stringent social and political controls.

This article describes how CASM works and provides the general

contours of CASM-China. However, we recognize that the text and

images of Tprotest contain much more information about collective action

events than simply the time and location of occurrence. Here, we pro-

vide a first-pass look at two features of collective action events—the

form of protest and the issues motivating protest—that we identify by

using keywords generated from close reading of posts in Tprotest and

existing research on collective action in China (Cai 2010; Chen 2011;
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that contain an idiom unrelated to collective action, with loess smoothing.
Note. CASM = collective action from social media.
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Lee 2007; O’Brien and Li 2006; Perry 2008; Qin et al. 2017; Weiss

2014; see the online supplemental appendix for the set of keywords).49

Following Almeida (2003), we categorize collective action events

into three main forms. The first form includes conventional collective

action events, such as street marches, strikes, public gatherings, public

demonstrations, and public group petitions. The second form is disrup-

tive collective action events—for example, occupation of buildings,

occupation of land, construction of barricades, and cutting off power

supplies. The third form is violent collective action events, including

armed attacks and physical conflicts with government officials. An

event is considered to be a particular form if posts pertaining to the

event contain one or more of the keywords in that category (see the

online supplemental appendix for the set of keywords). An event is

placed in the violent category if it contains any of the keywords in this

category, even if it contains keywords belonging to either of the two

other categories. An event is placed in the disruptive category if it con-

tains keywords in this category and the conventional category. We code

posts in this way because violent and disruptive forms of collective

action, which incur higher costs, are of particular substantive interest

(Lorentzen 2013). Among the collective action events in CASM-China,

43 percent are conventional in form, 32 percent exhibit violent charac-

teristics, and the remaining 25 percent exhibit disruptive characteristics.

We also examine the issues that motivate protest using hand-curated

keywords (see the online supplemental appendix for keyword list). We

focus on 11 types of issues that China scholars have identified as impor-

tant motives for collective action in China today (Cai 2010; Dimitrov

and Zhang 2017; Goebel 2017) (in alphabetical order):

1. Education: protests by parents over the difficulty of enrolling their

children in public schools, over inequalities in educational access

based on wealth and geography, and over the perceived bias and cor-

ruption of school administrators and teachers50;

2. Environment: collective action over environmental issues such as air

pollution and the construction of chemical plants (Deng and Yang

2013);

3. Ethnic/religious: collective action by ethnic minorities, such as the

Uyghurs in western China, as well as religiously motivated collective

action such as which occurred in the aftermath of Christian church

demolitions in eastern China51;
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4. Fraud/scams: protest over fraud, scams, and the lack of consumer pro-

tectors, such as actions that erupted following losses sustained in risky

peer-to-peer lending platforms52;

5. Homeowner/property: collective action motivated by conflicts over

property ownership, primarily related to corruption by real estate

developers and property management companies53;

6. Medical: protest over medical disputes—for example, family members

protesting against hospitals for negligence and malpractice (Liebman

2013);

7. Pension/welfare: collective action over welfare provision, especially

pensions (Hurst 2004; Hurst and O’Brien 2002);

8. Rural/land: collective action due to forced land-taking and other land-

related conflicts in rural areas (Guo 2001);

9. Taxis: protests by taxi drivers, which have intensified in recent years

over fees imposed by local governments as well as competition from

ride-sharing companies54;

10. Unpaid wages: workers’ and migrant workers’ collective action due to

unpaid wages (Blecher 2002; Su and He 2010);

11. Veterans: protests by veterans over welfare and benefits (Diamant

2010; Tong and Lei 2010).

Although some of these issue categories are subcategories of larger

issues—for example, taxi driver protests and protests over unpaid wages

are all labor issues—we include more specific categories because they

have been of interest to China scholars. Instead of mutually exclusive

categories, if posts regarding an event contain keywords across issues,

we place the event in multiple categories, and we reweigh the distribu-

tion so that the category proportion of each issue sums to one.55

Among collective action posts with keywords related to our list of 11

issues,56 a quarter of CASM-China events relate to unpaid wages (29

percent), slightly more than a quarter relate to conflicts over property

(26 percent), and slightly less than one in five relate to conflicts over

land (17 percent). The remaining 28 percent of events fall into the

remaining eight issue categories (for details, see Table 3).

4.1. Comparison with Other Protest Data Sets in China

We compare CASM-China against other data sets of collective action.

This is important because it makes the biases and limitations of CASM
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and the resulting data clearer so that any analysis conducted with these

data can be interpreted more appropriately.

We use three data sets of collective action based on newspaper data:

the Global Database of Events, Language, and Tone (GDELT); the

Integrated Conflict Early Warning System (ICEWS); and WiseNews.57

GDELT takes an unsupervised machine learning approach to identify

events of interest, including collective action events, from global news

sources.58 ICEWS also monitors global news agencies to detect political

events, with an emphasis on accuracy. WiseNews is a data set of collec-

tive action events we generate by applying CASM on a corpus of more

than 1,500 major Chinese, Hong Kong, and Taiwan newspapers from

the WiseNews database (Shao 2017). In addition to newspapers, the

WiseNews database also contains social media data from WeChat,

another social networking site in China.59 Details of these three compar-

ison data sets can be found in the online supplemental appendix.

We use two hand-curated data sets of protests in China: the

Wickedonna data set, which is used as part of our training data, and the

China Labor Bulletin (CLB), which documents labor-related protests.60

Both data sets have been used by scholars of China to study collective

action (Dimitrov and Zhang 2017; Goebel 2017).61

Because these data sets cover different time periods, we compare

them for a six-month period from January 1, 2016, to June 30, 2016.

Table 1 shows the number of collective action events identified by

CASM-China and all the comparison data sets. CASM-China identified

10,499 events during the first half of 2016. The Wickedonna data set

contains 11,085 events, CLB 1,455 events, GDELT 299 events,

WiseNews 276 events, and ICEWS 25 events during the same period.

The low number of events identified by GDELT and ICEWS likely

reflects limitations on reporting placed by the Chinese government on

foreign media. The low number of events in WiseNews may be driven

by our method of identifying collective action events (by applying

CASM to newspaper data); however, it likely also reflects Chinese gov-

ernment constraints on media reporting of collective action as the dif-

ference is in orders of magnitude.

We estimate that slightly over half of the collective action events

identified by GDELT and ICEWS are found in CASM-China—56 per-

cent of events in GDELT and 52 percent of events in ICEWS (see

Table 1 and the online supplemental appendix for estimation details).

Even though a relatively small number of protests are reported by
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international news outlets, CASM-China has low coverage of these col-

lective action events. This is primarily due to foreign media’s emphasis

on ethnic and religious conflict, which appears relatively rarely on

social media. Among WiseNews’s collective action events, 88 percent

are in CASM-China. For protests reported in the CLB, 75 percent of

events are covered by CASM-China, and 65 percent of events in the

Wickedonna data set are covered by CASM-China. Because data for

CLB are based on a subset of data from the Wickedonna data set, espe-

cially during the first half of 2016, we examine in greater depth the 35

percent of collective action events identified by the Wickedonna data

set that are not in CASM: 15.8 percent of events in the Wickedonna

data set are not detected by CASM-China because they do not contain

any keyword from our dictionary K; 10.4 percent are not identified

because the posts are no longer found on Sina Weibo, likely due to cen-

sorship; and the remaining 8.3 percent are not found likely due to

Weibo’s restriction on data collection.

Table 2 shows the proportion of events in CASM-China and the

comparison data sets that are conventional, disruptive, and violent.

CASM-China contains the largest proportion of violent events (32 per-

cent), followed by GDELT (30 percent), Wickedonna (23 percent), and

WiseNews (17 percent). The presence of violent collective action in

GDELT aligns with existing research on biases in media reporting

toward more sensational events (when media is not state-controlled).

Disruptive events have the highest prevalence in WiseNews (55 per-

cent) and CLB (52 percent), followed by GDELT (44 percent),

Wickedonna (30 percent), and CASM-China (25 percent). This result is

interesting because we are applying CASM, trained on Weibo data, on

WiseNews data to identify collective action events, which might make

Table 2. Comparison (%) of the Form of Collective Action (January 1–June
30, 2016)

CASM Wickedonna CLB GDELT WiseNews

Conventional 43 47 36 26 28
Disruptive 25 30 52 44 55
Violent 32 23 13 30 17

Note: CASM = collective action from social media; CLB = Chinese Labor Bulletin; GDELT =

Global Database of Events, Language, and Tone.
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the distribution of events in WiseNews more closely resemble that of

CASM (more violent events). Due to biases in media reporting, we also

would have expected to see more reports of violent protests in

WiseNews, yet the majority of collective action events reported in

WiseNews are disruptive. One possible explanation for this is that the

Chinese government may prohibit Chinese media outlets from empha-

sizing violent protest, and in an attempt to capture an audience, Chinese

media outlets may focus more on disruptive events. More research is

needed to test this hypothesis. Finally, Wickedonna contains the largest

share of conventional events (47 percent), followed by CASM-China at

43 percent.

We compare the distribution of issues in CASM-China to that of

other data sets by applying the same keyword approach to data for the

Chinese-language sources. Because the GDELT data are in English, we

place them into these issue categories by hand. Table 3 shows the pro-

portion of events containing keywords in each category, with rows in

descending order based on the proportion of events related to each issue

for CASM-China.

CASM-China identifies relatively more collective action events

related to rural land disputes (17 percent) than do other data sets (e.g.,

12 percent in Wickedonna, 6 percent in WiseNews, 4 percent in

Table 3. Comparison (%) of Issues Motivating Collective Action (January 1–
June 30, 2016)

CASM Wickedonna CLB GDELT WiseNews

Unpaid wages 29 35 69 19 17
Homeowner/property

conflicts
26 27 7 0 61

Rural/land conflicts 17 12 0 4 6
Educational dispute 8 6 3 8 0
Medical dispute 7 7 .90 0 0
Taxi 5 3 13 0 0
Fraud/scams 3 4 1 7 11
Environmental 3 2 .67 15 6
Pension/welfare 1 2 5 0 0
Ethnic/religious .45 .45 .53 40 0
Veterans .45 .35 0 0 0

Note: CASM = collective action from social media; GDELT = Global Database of Events,

Language, and Tone; CLB = Chinese Labor Bulletin.
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GDELT). This is striking because we might expect rural usage of social

media to lag behind that of urban areas, biasing events in CASM-China

away from rural events. However, rural social media usage in China

expanded dramatically in the past decade (McDonald 2016), and we see

that reflected in the relative share of rural and land-related collective

action events captured by CASM-China. As expected, CASM-China

identifies far fewer events related to ethnic and religious conflict (0.45

percent) than does GDELT (40 percent). This reinforces the fact that

CASM-China identifies relatively fewer collective action events from

minority regions of China, whereas international media focuses on eth-

nic tensions.

The distribution of issues in CLB is heavily skewed toward unpaid

wages, which is expected because CLB focuses on labor. WiseNews

emphasizes conflicts over property and homeownership, followed by

unpaid wages, and then fraud and scams. The WiseNews results are

again interesting because our method of identifying collective action in

WiseNews should bias the type of events found toward those found on

social media (i.e., unpaid wages, property conflict, land conflicts), but

we see very little Chinese news reporting on land conflicts compared to

social media reports and no media reporting on several categories, such

as ethnic and religious issues. This might be because the government

censors Chinese media on these topics or because Chinese media talks

about these topics in different ways than do Chinese people.

Because CASM-China shares many similarities with the Wickedonna

data set, we compare them over time. Figure 12 shows the count of

events from the two data sets from 2010 to 2017. The post-2013 trend

between the two data sets looks very different. There is a steady increase

in the number of events in the Wickedonna data set, whereas there is a

decrease in the number of CASM-China events. We know from previous

analyses in Figure 11 that some of the decrease in CASM-China is due

to the declining popularity of Sina Weibo, but even after controlling for

usage of Weibo, the time trend in the number of protests between

CASM-China (stable from 2013 to 2017) and Wickedonna (increasing

from 2013 to 2016) is different. Three possibilities could account for this

difference. First, the activists who hand-curated the Wickedonna data

set improved their ability to identify collective action events over time.

Second, the definition of protest in the Wickedonna data set expanded

over time. Third, discussions of collective action moved to other social
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media platforms, which are captured by Wickedonna but not CASM-

China, at rates greater than the general decline in popularity of Weibo.

These comparisons show that no data set of collective action, includ-

ing CASM-China, should be considered complete. The output of

CASM-China is biased but can complement events identified in hand-

curated data sets, international media reporting, and Chinese media

reports.

4.2. Online Censorship

Another potential source of bias is online censorship. As discussed in

Section 2, censorship can limit the use of social media as target data for

identifying collective action events by generating self-censorship and

limiting the diffusion of knowledge around protest. In addition to these

general effects of censorship, online censorship in China is specifically

aimed at removing discussions of collective action (King et al. 2013,

2014). Under such conditions, how can social media data be used

to detect collective action events? The answer to this seeming
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Figure 12. Monthly count of CASM-China collective action events (solid
black line) compared with monthly count of events from the Wickedonna data
set (dotted line).
Note. CASM = collective action from social media.
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contradiction lies in the recognition that content removal in China is

post hoc, focused on bursty (viral) online discussions, and incomplete.

Censorship of collective action is not based on keywords (King et al.

2014). Only when collective action events garner a great deal of discus-

sion and attention on social media is the content censored. This means

discussions of collective action on social media that do not attract out-

sized attention will remain uncensored. Finally, Roberts (2018) shows

that even with censorship of bursts of discussion of collective action, a

few posts often escape censorship.

To empirically assess the impact of Chinese censorship, we use a cor-

pus of Weibo data collected in real time in January 2018, before the

Chinese government could remove the subset they deemed objection-

able. We found 121,088 posts containing at least one of the 50 keywords

in K, and we applied CASM to these posts. We identified 1,936 posts

related to real-world collective action, and we could geolocate 1,570 to

the prefecture or county level. From these 1,570 posts, we identified

971 unique events. Among these posts, only 127 (8.1 percent) were later

censored, leading to a loss in identifying 67 unique collective action

events (6.9 percent).

This analysis confirms our expectation that post hoc content removal

does not have a substantial influence on CASM’s ability to detect col-

lective action events that have been reported online in China. However,

online censorship may affect use of social media data for protest event

analysis in other ways. For example, individuals may self-censor out of

fear that speaking out on social media will lead to reprisals (Pan and

Siegel 2018). Censorship may also limit diffusion of knowledge of col-

lective action online and indirectly reduce the overall discussion of pro-

test and collective action.

5. CASM BEYOND CHINA

The framework and approach of CASM can be applied to other regions

of the world and other linguistic, cultural, and political contexts. The

following aspects of CASM are generally applicable: using keywords to

first select social media posts to improve precision, due to rarity of

online discussions about collective action events; using CNN models to

classify image data and CNN-RNN models to classify text data; using a

second-stage classifier to differentiate discussions of offline collective

action events from social media posts with similar terminology that do
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not describe collective action events; and using the temporal and spatial

information of social media posts to identify unique events.

However, CASM trained on Weibo data cannot be applied wholesale

to non–Chinese language social media data. To adapt CASM for other

languages and countries, we need to consider (1) where/how to collect

data, (2) data to identify keywords K and train text/image classifiers, (3)

whether to include the second-stage classifier, and (4) how to combine

posts into events.

5.1. Data

Outside of China, the main source of social media data is likely to be

Twitter, which has widespread, global adoption and whose data are rela-

tively accessible for researchers (Steinert-Threlkeld 2018). CASM may

not be applicable in countries like Myanmar, where social media is dom-

inated by Facebook, because Facebook data are relatively less accessible

for academics.

5.2. Identifying Keywords

To identify keywords and train the first-stage deep-learning algorithms,

we relied on a large set of data on collective action curated by two

Chinese activists. Equivalent training data will not always be available

in other contexts, and the unavailability of training data will limit the

application of CASM. However, a growing literature uses large-scale

social media data to study collective action events around the world,62

and there is emerging research analyzing social media imagery of pro-

test.63 Although prior studies have not focused on using social media

data to identify protest, this work nonetheless represents collections of

social media data related to protest that can be used to identify key-

words (K) and as training data for the first-stage classifier. In terms of

retraining the deep-learning algorithms, the text-based CNN-RNN

model must be retrained if applied to non-Chinese social media data.

However, the CNN model for image classification may be more easily

transferred outside of China and used to identify protests elsewhere

because it is not language dependent. Researchers in other regions could

take our pretrained CNN model as is or take our pretrained CNN model

and retrain one or two of the final convolutional layers.
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5.3. Second-Stage Classifier

In contexts outside of China, we still expect a second-stage classifier

will improve performance. Social media is user-generated and used for

claims-making (Koopmans and Statham 1999). Motives for offline col-

lective action may overlap with other claims made on social media, and a

second-stage classifier would help make this distinction. However, a

second-stage classifier for other country contexts will require human cod-

ing on the output of the first-stage classifier. Thus, researchers will need

to decide whether to include the second-stage classifier based on the per-

formance of the first-stage classifier relative to the cost of human coding.

5.4. Grouping Posts into Events

Finally, how posts are combined into events will differ based on the

availability of geolocated metadata, the type of geographic units used,

and the difficulty of extracting location from text, which will vary by

country and language. For example, one might not use government

administrative regions as the base location unit in democracies because

relatively fewer collective action events target the government.

Advances are being made in the extraction of geolocation data from text

(Lee, Liu, and Ward 2018), which we expect will aid in this process.

In extending CASM beyond our application here, several other con-

siderations merit discussion. Social media changes quickly in terms of

topics of discussion, platform features, algorithms, and the emergence

of new apps and technologies. The CNN and CNN-RNN models in

CASM will need to be retrained repeatedly to capture changes in how

users communicate on social media. Care needs to be taken when mak-

ing comparisons over time, and researchers must account for changes in

the popularity of social media sites (as we did with Weibo, see Figure

11). For example, if CASM’s framework is applied to a different country

using Twitter data, we need to consider the rate of Twitter penetration in

that country when examining changes in the number of collective action

events over time. In addition, censorship varies across countries. In China,

Internet content providers censor content quickly and thoroughly in accor-

dance with government demands, resulting in bursts of censorship around

discussions of collective action. In other countries, the market for social

media is dominated by U.S. firms that acquiesce to censorship demands

slowly or impartially (Pan 2017), such that censorship is not aimed at
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removing online discussion of collective action. Instead, physical repres-

sion might be used to motivate self-censorship, or Internet blackout and

website blocks might be implemented to prevent access to information.

This means the bias induced by censorship in other contexts will relate

to the extent to which social media is used to discuss collective action

rather than the extent to which researchers can collect social media posts

about collective action before they are removed.

6. CONCLUSION

This article introduces CASM, an approach to identifying collective

action events using social media data. We discuss the advantages and

limitations of using social media as a new target data source for protest

event analysis, and we make methodological innovations in the creation

of protest event data sets by using deep learning, image as data, and

two-stage classification. We assess the internal performance of our sys-

tem through cross-validation and out-of-sample validation. We assess

the external validity of the CASM output by comparing it to other pro-

test event data sets and evaluating the impact of censorship. We hope

these assessments show more generally how internal and external vali-

dation can help researchers apply computer science methods to social

science domains. The implementation of CASM in China, using Sina

Weibo data, results in a large data set of collective action events with

high spatiotemporal resolution spanning a seven-year period.

There are ethical considerations related to creating a system to identify

collective action events from social media data. Social media data are gen-

erated by individuals and can contain personally identifiable information.

Collective action is often a form of participation that nondemocratic gov-

ernments deem objectionable. Creating a system to identify these activities

could face a “dual-use dilemma”: A system created for research purposes

could be used by other actors in potentially harmful ways (Miller and

Selgelid 2007; Selgelid 2013). We describe the methods of this system

because the underlying models we use (e.g., CNN, CNN-RNN) and the

methods associated with them (e.g., adaptive gradient-based optimization)

are already publicly available and because we are measuring collective

action retrospectively. We believe the need for replicable and transparent

research outweighs dual-use concerns in this case.

Social media data provide unique benefits in detecting collective

action events in authoritarian regimes because they provide information
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when other sources, such as traditional media, are silent. Our intention

is not to argue that social media is a better target source than traditional

media or that it should replace other target sources. Protest event analy-

sis based on social media data should complement existing data sets to

advance our understanding of the patterns of collective action.

Authors’ Note

Replication data and code hosted on the Harvard Dataverse (https://doi.org/10.7910/

DVN/SS4LNN).
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Notes

1. See http://ronfran.faculty.ku.edu/data/index.html. For more complete reviews of

newspaper-based protest data sets, see Earl and colleagues (2004), Hutter (2014),

and Rucht, Koopmans, and Neidhardt (1999).

2. See https://www.internetworldstats.com/stats.htm and https://pewrsr.ch/2Kct7Qu

(accessed November 5, 2018).

3. See https://bit.ly/2Qki9aP (accessed November 5, 2018).

4. See https://bit.ly/1j3wBem, http://www.stat.go.jp/english/data/nenkan/1431-02.htm,

and https://www.stats.gov.sa/en/5305 (accessed November 5, 2018).

5. We also chose three as the number of participants because events with three or

more people is rumored to match the Chinese government’s definition of “mass

incident.”
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6. As of June 2018, Weibo had 190 million daily active users and 431 million

monthly active users, see https://bit.ly/2NXS3bN (accessed November 10, 2018).

7. Weibo is functionally similar to Twitter, which is not easily accessible from China.

One difference between Weibo and Twitter is that Weibo allows users to comment

on a post without retweeting (similar to comments on Facebook).

8. Based on human coding of a random sample of 10,000 posts containing keywords

K, only 7 percent of posts meet our definition of real-world collective action. See

Section 3.2.3 for additional discussion of this sample of 10,000 posts.

9. See https://newsworthknowingcn.blogspot.com, one of the places where their data

are hosted.

10. Specifically, Lu and Li never define what constitutes a protest. Some events in the

data set feature large-scale protests, whereas others appear to be protest by a single

individual. In addition, we have no information on how Lu and Li collected the

events, and thus we cannot ascertain what biases exist in their data. For example, it

is unclear to what extent a set of keywords were used or whether protesters would

contact Lu and Li to report their protests. Both Lu and Li have been detained by

the Chinese government since June 2016, and we have no way of verifying the

exact procedures used to compile this data.

11. We used Weibo advanced search to collect these data. Weibo returns at most

1,000 posts per search, so we submitted search requests with extremely narrow

time ranges to maximize the number of results. Weibo appears to limit searches

for certain words such as march ( ), strikes ( ), and government ( ). This

is not to say searching generates no results for these terms, but a reduced volume

of results is associated with some keywords.

12. We begin in 2010 because Weibo launched in September 2009. The number of

posts in 2010 is still sparse, as can be seen in Figure 12.

13. We chose Jieba for its performance and speed. In a comparison of off-the-shelf

Chinese segmenters, Zhang and colleagues (2017) found Jieba to be the fastest.

When we compared Jieba to other segmenters (e.g., THULAC), we also found

Jieba to be the fastest with comparable levels of accuracy. See https://github.com/

fxsjy/jieba for more details on Jieba.

14. We do not remove stopwords when creating the word vectors in the first, embed-

ding layer of the deep-learning model used to analyze text, because stopwords can

provide context for other words (Dhingra et al. 2017). However, we do remove stop-

words for our input into the deep-learning models because it improves performance.

15. The Global Database of Events, Language, and Tone (GDELT) is a prominent

example of a fully automated rule-based approach that takes predefined actor-

verb-object phrases to find matching articles and assign them into predetermined

event categories, including protests. We discuss the GDELT system in the online

supplemental appendix.

16. Prior work shows supervised methods outperform rule-based methods in identify-

ing collective action events based on newspaper articles (Ramakrishnan et al.

2014).

17. We refer readers interested in delving deeper into these methods to LeCun and col-

leagues (2015) and Bengio, Goodfellow, and Courville (2015).
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18. The architectures of convolutional and recurrent neural networks with long short-

term memory (CNN-RNN) of the first and second stages are slightly different,

which we will detail.

19. The layer is called fully connected because every unit in the previous layer is con-

nected to every unit in the next layer.

20. VGG is the abbreviation of the Visual Geometry Group, based at Oxford

University, which developed the architecture. Alternative architectures include

LeNet (LeCun et al. 1989), AlexNet (Krizhevsky, Sutskever, and Hinton 2012),

GoogLeNet (Szegedy et al. 2015), and ResNet (He et al. 2016). On the ImageSet

Classification Challenge, which is the standard evaluation criteria in computer

vision research, VGGNet outperforms LeNet and AlexNet in classification accu-

racy but is outperformed by GoogLeNet and ResNet. However, we chose

VGGNet because it is simple conceptually, straightforward to implement, and has

many pretrained models that perform well for applications in a wide variety of

domains (Rattani and Derakhshani 2017).

21. For our model, the number of feature maps inside a layer are, in order, 64, 64, 128,

128, 256, 256, 256, 256, 512, 512, 512, 512, 512, 512, 512, 512. The number of

feature maps increases as features become more complex.

22. We use the Python package Keras (Abadi et al. 2015; Chollet et al. 2015), a frame-

work to design, adapt, and implement existing deep learning algorithms. We used

GPUs on Amazon EC2 instances to train our models.

23. The original model used three fully connected layers, but it overfits in our case

because our goal is to classify images as representing offline collective action or

not, rather than a multiclass classification task.

24. There is a debate in machine learning about what method is best for gradient-based

optimization (Wilson et al. 2017). Some argue that adaptive methods underperform

stochastic gradient descent (SGD). We compared the performance of our models

using adaptive gradient-based optimization and SGD. We use adaptive methods

because we find they outperform SGD for our data, even when we widely vary the

learning rate of SGD.

25. We trained our own embeddings because most pretrained word embeddings are in

English. The 20 million posts we used for training include the 9.5 million posts TK

that contain a protest-related keyword K, as well as 10.5 million posts randomly

sampled from geolocated posts made to Weibo in 2016. The total vocabulary size

was 332,826, and the training was done on the 50,000 most frequently occurring

words in this vocabulary. We also tried word vectors obtained using the entire

Chinese-language Wikipedia (zh.wikipedia.org) as the training data, but perfor-

mance was not as strong. This may be influenced by the dominance of traditional

Chinese characters in Chinese-language Wikipedia as well as the fact that Chinese-

language Wikipedia is censored in mainland China. Since May 2015, Chinese-lan-

guage Wikipedia has been blocked in its entirety in China, and prior to 2015, pages

dealing with sensitive topics such as protest were individually blocked.

26. There is no predetermined rule on how many layers should be used. Wang, Jiang,

and Luo (2016) use three convolutional layers; Sainath and colleagues (2015) use

two; Zhou and colleagues (2015) use one; and Xiao and Cho (2016) compare the

performance of two to five layers and find three to four layers to be the most
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effective. Our architecture uses eight layers in the first stage and four layers in the

second stage because we see no improvement by increasing layers beyond this

point.

27. We use a filter size of five, which is common when using CNN for natural lan-

guage processing to capture semantic and syntactic relationships (Kalchbrenner,

Grefenstette, and Blunsom 2014; Kim 2014). We use feature maps of 16, 32, 64,

and 128 going from the input layer to deeper layers. The input layer has a feature

map of 16, instead of a higher number, because we apply the classifier on a rela-

tively homogeneous set of text that contained at least one protest-related keyword.

We double the number of feature maps in each layer, which is common practice

for CNN models used for image and text analysis (Conneau et al. 2016; He et al.

2016; Simonyan and Zisserman 2015). The intuition is that deeper layers learn

more concrete features (e.g., slogan, key phrases), which requires more feature

maps.

28. The LSTM layer has a dimension of 128, the same size as the last convolutional

layer.

29. This number is smaller than the total number of images, 233,288, from the

Wickedonna data set because we exclude videos and composite images, where

one JPEG file contains multiple images pasted together, and we rounded down to

an even number.

30. We collected all geolocated posts from Weibo using the now-defunct geolocation

API for the first half of 2016. These 200,000 posts are randomly sampled from this

set of geolocated Weibo posts. We do not exactly match the number of negative

posts to positive because we had limited image data available at the time we were

developing this model.

31. Here, likelihood is assigned by an SVM classifier trained on the positive training

data set and first negative training data set. We use SVM because we are not con-

cerned about prediction accuracy; we simply want to identify the posts most

unlikely to be about collective action that contain keywords from K. We rank the

predicted probability of posts and selected posts with probabilities in the lowest 5

percent quantile.

32. See the following for additional discussion of this sample of 10,000 posts.

33. We use five-fold cross validation. We calculate a and b within a 500 3 500 grid

at the (0.1,10) by (1,10) region. We record the a and b that maximize the area

under the ROC curve each round of the cross-validation. We repeat this process

five times, and the final a and b are the averages of the optimal values for each

round.

34. High precision indicates that predictions minimize false positives. High recall indi-

cates predictions recover most relevant posts about collective action and minimize

false negatives. F1 score is a common measure of overall performance of the sys-

tem: F1 = 2 � precision + recall
precision�recall

.

35. We had two native Chinese speakers—a master’s student and an undergraduate

student—code these data.

36. For Figure 4, we exclude posts from the out-of-sample validation data set where

we cannot extract geolocation (see Section 3.3). If we include all 10,000 posts from
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the out-of-sample validation data set, the combined classifier still outperforms the

text classifier, which outperforms the image classifier.

37. The post in Figure 6 appears in our data because it contains the word from K

“surrounded by a mob” ( ).

38. We do not retrain the CNN model for image classification because although we

know that we communicate differently in text when describing collective action

events, we do not know whether images posted to social media are different when

someone is talking about an issue as opposed to talking about that issue in the con-

text of collective action. In other words, we have no a priori expectation that

retraining the CNN model will lead to better performance. This is borne out in

practice. When we train the second-stage CNN model using images from the

40,505 posts, the performance of the CNN model is worse in cross-validation.

This suggests there are not consistent differences in the images people post when

discussing collective action versus the images people post when discussing similar

issues and grievances that are not associated with collective action events.

39. These posts were generated from an earlier version of the first-stage CNN-RNN

model, where not all hyperparameters have been tuned. Human coding is very

time intensive, and we did not want to delay human coding as we were fine-tuning

the CNN-RNN model because the goal of human coding simply was to identify

more negative examples of posts containing collective action related words but not

describing collective action events.

40. For the coding rules they followed, please see the online supplemental appendix.

Intercoder reliability, calculated with Fleiss’s kappa based on 4,000 coded posts,

was 0.7 among the four research assistants.

41. The 1,286,514 posts already exclude posts made by government and Chinese

Communist Party accounts.

42. Our overall goal is precision, but in selecting posts to input into the second-stage

classifier, we maximize recall to ensure that most positive cases from the first-stage

classifier entered into the second stage. Among these posts, less than 5 percent are

false negatives, and recall is 0.95. Note that we are not maximizing the F1 score

here, which is why recall is higher than what is described when maximizing F1 in

Section 3.2.3, but both precision and F1 are lower.

43. The data in both panels of Figure 9 exclude posts from the out-of-sample valida-

tion data set where we cannot extract geolocation (see Section 3.3). If we include

all 10,000 posts from the out-of-sample validation data set, none of these results

are substantially different.

44. Townships are further subdivided into villages and neighborhoods (neighborhoods

are the urban equivalent of villages), but villages and neighborhoods fall outside of

formal state administration.

45. There are approximately 300 prefectures and 3,000 counties in China. Protesters

often target these administration levels because they have the authority to penalize

grassroots officials for corruption and adjudicate disputes with companies and

commercial interests. For a list of place names, see http://www.stats.gov.cn/tjsj/

tjbz/tjyqhdmhcxhfdm/2016/index.html (accessed November 1, 2017).

46. We considered grouping only by prefecture or only by county, but that discards a

large number of posts that do not contain prefecture or county names.
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47. This limited social media attention could be due to censorship or lack of interest

(see Section 4.2).

48. The idiom is half-hearted ( ).

49. We recognize there are methodological shortcomings in this keyword-based

approach, and extracting additional protest characteristics in a rigorous manner is

a priority for future research.

50. See https://reut.rs/2DV2Mmw (accessed November 26, 2018).

51. See https://n.pr/2OsSf3b and https://bit.ly/2FR6HTs (accessed November 26,

2018).

52. See https://bit.ly/2E0t7jp (accessed November 26, 2018).

53. See https://bit.ly/2EyGFDJ (accessed November 26, 2018).

54. See https://bit.ly/2P3KJMi (accessed November 26, 2018).

55. For example, suppose we have 10 events and each event is described in one post.

If 5 of the posts contain keywords related to rural/land conflicts and the remaining

5 contain keywords related to rural/land conflicts as well as environmental issues,

the reweighted distribution of issues would be two-thirds rural/land conflicts and

one-third environmental issues.

56. The posts for slightly over 22 percent of events did not contain any of the key-

words we generated. This does not mean these events are unrelated to the issues

we outlined—the posts could, for example, be using different words to describe

the same issue. This suggests shortcomings in our method of categorizing events

and an opportunity for future research.

57. We are only able to compare against data sets that are open access and contain

event-level information instead of simple counts of events.

58. GDELT has been criticized for its low validity and lack of transparency around

source data (Wang, Kennedy, et al. 2016). We extensively cleaned and dedupli-

cated GDELT data before making comparisons (see the online supplemental

appendix). The Phoenix Near-Real-Time Data produced by the Open Event Data

Alliance is a project aimed at overcoming the shortcomings of GDELT; however,

it does not cover the period of our comparison (January–June 2016), so we are

unable to compare CASM-China against it.

59. We recognize that the application of CASM, which is trained on social media data,

to newspaper data in WiseNews is far from optimal. WiseNews may contain many

more collective action events that we do not capture, but we keep this comparison

because the type of collective action events we identify in WiseNews differs from

that in CASM-China, even though the application of CASM should bias us toward

the identification of similar types of events.

60. We describe how we collected these data in the online supplemental appendix.

61. There are other human-curated protest event data sets, mostly based on newspa-

pers, such as Cai (2010) and Shao (2017). However, none of these data sets are

publicly available.

62. For example, Aday and colleagues (2012); Bruns, Highfield, and Burgess (2013);

Steinert-Threlkeld (2017); and Steinert-Threlkeld and colleagues (2015) use

Twitter data to study collective action events in the Middle East. González-Bailón

and colleagues (2011) collected over half a million tweets from Spain, and
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Theocharis and colleagues (2015) collected Twitter data to analyze protests in

Spain, Greece, and the United States.

63. Won, Steinert-Threlkeld, and Joo (2017) collected billions of tweets from 14 coun-

tries to analyze how images are used by protesters.
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